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Introduction
[ ]

Motivation: an example

m A stopper does not always have full information
m Consider the underlying with two possible states: "good/bad", e.g.,

adX; = 0dt+ dW;,
where 6 € {—1,1}
m We stop with competition:

supE[01:<]
T

where y is when your competition stops.
m Opportunities to stop would disappear, the rate depends on the state 6
m Competitor has not stopped yet! —information on 6

We study stopping problems with state-dependent random horizon.
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Problem formulation
0

Problem formulation

m Consider Bernoulli random variable 6
P(6=1)=n=1-P(6=0),
and Brownian motion W independent of 6.
m Let random time y depend on 6, and be independent of W:
P(y > 116 = i) = Fi(t),
where F; continuous, non-increasing, F;(0) = 1.
m Let the underlying X depend on 6:
aX; = pu(X, 0)dt+ o(X;)dW,
and denote p;(x) = u(x,i).

m Let the payoff g : [0,) xR x {0,1} depend on 6, and denote
g,'(t,X) :g(f,X,i).
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Problem formulation
oe

Problem formulation

m We consider the following problem:

V= sup Eg |g(7,Xc,0)1(ccpy]- (1)

e TXY

—7XY: the set of ZX:7-stopping times,
— F#X7: generated by X and 1.>y.

m Note that
® g(t,x,0)=g(t,0): statistical problems,

* g(t,x,0) = g(t,x): financial problems,
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Reformulation: filtering theory
€000

Incomplete to complete information

m Observe that:

v=sup Eq [g(r,xﬁe)um}] = V. )

teTX

m Define the conditional probability process:

My :=Pr(6 = 1|.7{)

Proposition

We have

V= sup Ex[go(7, X:)(1 —Mc)Fo(7)+91(7, Xe)NFi(7))]. 3)

teTX

Moreover, if t € 7% is optimal in (2), then it is also optimal in (1).
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Reformulation: filtering theory
0®00

Incomplete to complete information

m The pair (X, ) satisfies:

{ dXi = (o (X¢) + (u1 (Xp) — po(Xp))Me) dit + o(X;)dW;
diy = o(X)N(1 - N¢) dW4,

where @(x) = (i1 () — to(x)) /5 (x).
m The process

/t G‘(’j((fs 7/4 1X)(llo(Xs)ﬂL(lh(Xs) Ho(Xs))Ms) ds

is a P;z-Brownian motlon

m The process ¢ := 1

Ao = o(Xp)d(o( X)) dt + dWy) (4)

with initial condition & = ¢ := /(1 — 7).
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Reformulation: filtering theory
fole] To)

A measure change

Given a stopping time t € 7%, denote by Pz, the measure P, restricted to
Fr, m€[0,1]. We then have

d]P)OA,‘L' . 1+,
dPr.  1+¢

m Under PO, (X, ®) satisfies

dXt = .UO(XT) at+ G(XT) dWI‘ (5)
dq)[ = (!)(X[)(Dtth

m Introduce the process

o.__ F1(t)
¢t T Fo(t)q)f? (6)

m O} satisfies

f(t
d¢? = f((f)) (D? at+ (D(Xt)q)?th.
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Reformulation: filtering theory
oooe

A measure change

Denote by
U= sup Eq[Fo(7)(go(7, Xc) +61 (7. Xe)2)], (7)
T€9
Then V = U/(1+ ¢), where ¢ = n/(1 — rt). Moreover, if t € 7% is an optimal
stopping in (7), then it is also optimal in the original problem (1).
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1. A hiring problem

m Hire a person, good/bad:
Xt =p(0)t+oW;
m Benefit of hiring:
—e ¢ =0

glt.x.0) = { ed ifo=1

m Survival probabilities: exponential
Fo(ty=e ™ &  F(t)=e M,

m The stopping problem:

V= sup Ep [e_m (d1{9=1} _01{6=0}> 1{T<7}] 4

TeTXY
where T =P (60 =1).
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1. A hiring problem

m Rewrite:

1
V= B0 | (r4)7 (920 —
1 + (P Tseuﬂpx |:e ( T C):| ’

where ®; is a GBM:
dq)? = —(11 — Ao)q)? dat+ (l)¢? aw.

m The value function:

m VA7 is the value of the American call option with underlying ¢° and
strike &:
d
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Examples
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2. Sequential testing with random horizon

m Let X;=0t+cW;.
m Consider a sequential testing problem of minimising
P(6 # d) + cE[7]
with random horizon.
m where Fi(t)=1and Fy(t) = e *L.
m The value function

V= g;fx.yE[nT A(1—-N32)+c1],

T

where
ng:=p(o = 11.7,7).
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2. Sequential testing with random horizon

m Rewrite

vV

T
_ ; 0 o )
= T E° [Fo() (93 A1) ¢ [ Fo(t)(1 40 ot

m where
dds = A5 dt + od;dW).

m Define the blue part as U(¢),
{ 30202Upp + AUy —AU+c(1+9)=0, ¢€(AB)

U(A) = A, U(,,(A):: 0
U(B)=1,Uy(B) =1
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Examples
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3. Real options with competition

m Consider a GBM:
dXt = /.LXtdt—F ()')([dW[7

m and the stopping problem
sup E[e” " (Xe—K)T1opl.

TeTXY

m P(y>t)=e * where

e A=00n{6 =0},
e A=A on{6=1}
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3. Real options with competition

m Rewrite

1 0 —rT
= EY), [e " (Xe—K)T(1+ 2
1+<p;9;’x xo &7 (X = K)T (14 7))

B where ¢§ = e Mg
m We can characterise the boundary b(¢):

0= (b(9) K1 +9) g | 6L VOO xago ]

m Get an integral equation with normal CDFs.
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Thank you!
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